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Abstract. A stochastic approximation algorithm for estimating multichannel coefficients is pro-
posed, and the estimate is proved to converge to the true parameters a.s. up-to a constant scaling
factor. The estimate is updated after receiving each new observation, so the output data need not be
collected in advance. The input signal is allowed to be dependent and the observation is allowed to
be corrupted by noise, but no noise statistics are used in the estimation algorithm.

Key words: Stochastic approximation, blind identification, on-line update, noisy observation, strong
consistency.

1. Introduction

For recent years the blind channel identification and blind equalization have at-
tracted great research interest in the area of signal processing and communica-
tion ([9,10,13]), and many estimation algorithms have been proposed (see e.g.
[6,7,11,12,14-16]). Most results published so far are concerned with “block” al-
gorithms, i.e., the estimation for channel coefficients and for input signal is carried
out after having entire data been collected. In contrast to this, in the recent papers
[5,18] the on-line recursive channel estimation algorithms have been proposed,
where the sample size N of the output data is not fixed and the estimate is updated
by use of each observation of the channel output. It is proved in [5], that the
estimate for channel coefficients converges a.s. to the true ones up-to a constant
scaling factor where the channel input may be random or deterministic and the
observations may be free of or corrupted by noise. However, in the case where the
observation is with additive noise, the noise variance is used in the algorithm pro-
posed in [5]. This greatly limits the potential application of the algorithm. Further,
the input signal is required to be mutually independent in [5]. The aim of this paper
is to remove using the noise variance in the algorithm, to extend the input signal
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from independent to dependent, and to prove the a.s. convergence of the proposed
algorithm.

Stochastic approximation ([1,3,4,8]) is a tool to deal with root-seeking problems
for an unknown regression function which can be observed but the observations are
corrupted by errors which may contain both the random noise and the structural
error where the vector h® composed of channel coefficients is the unique root of
the unknown regression function. In the present case the noise variance is unknown,
and this causes additional error in the observations. As a result, the root set of the
corresponding regression function no longer consists of a singleton but a set of
isolated points including the sought-for h®. After establishing the convergence of
the applied stochastic approximation algorithm the key difficulty is to clarify of the
limit is h° or not.

We overcome this difficulty by using a property of stochastic approximation
consisting in that the algorithm cannot converge to an unstable equilibrium of the
associated homogeneous difference equation if the noise added to the difference
equation effects in all directions. As a matter of fact, it will be shown that the
algorithm using noisy data converges to an eigenvector of the matrix C to be
defined later on, and under some reasonable conditions on the observation noise
the limit of the algorithm must be the eigenvector corresponding to the minimum
eigenvalue (= 0) of C. On the other hand, it turns out that the vector composed
of the channel coefficients coincides with this eigenvector up-to a constant scaling
factor. This will be demonstrated in the subsequent sections.

In Section 2, the recursive algorithm for estimating channel coefficients is def-
ined. In Section 3, conditions used for convergence of the algorithm are listed and
some auxiliary lemmas are proved. The main convergence theorem and its proof
are given in Section 4, but the proof for a technical point is placed in the Appendix.
A brief conclusion is contained in Section 5.

2. Recursive Algorithm for Blind I dentification

Let s, be one-dimensional input, x;, = (x.”, - -- , x\”)" be the output of p sensors
at time k, and let x; be related with s; as follows:

L
X = E hisi—i,
i=0

where h; = 0V, ---  h”)7,i =0,--- , L, are unknown channel coefficients.
Denote by h) = (n{’, .., h)7, the coefficients of the jth channel j =
1,---, p,and by a long vector
h’ = (hg”, -~ h)T (1)

the coeffficients of the whole system.
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Assume the observation of the output is corrupted by noise, and the observation
attime k is

L
Vi =X + & = Z hise—i + &,
i=0

where & = (£, -+, £/)" is the observation noise.

The problem of blind channel identification based on noisy observations is to
estimate h® by using the data {y;,i = 1, --- , k}. Further, we want to recursively
estimate h° updating the estimate h; for h® at time k by using the new observation
Vi1, k=12, .

For defining estimation algorithm we introduce the matrices X; and N as
follows:

X2 —xP 0 o0 0
)0 —xP 0 0
X0 0o 0 —x
0 xP —x? o0 0
Xk= .
0o x” 0 0 -—x?
\0 0 0 x” —x7

@)

) replaced by &,

Define matrix N, with the same structure as X but with x
Further define
Dy = (Xg, -+, Xi—r)y 8k = (Ngy -+, Ni—p) (2
and
U, = O + B ©)

Itis clear that ®;, E; and W, are p(p — 1)/2 x p(L + 1)-matrices.
The estimate for the channel coefficients h° is given by the following normal-
ized stochastic approximation algorithm:

hiys = hy — ay Vi Wiyihy, (4)
Myt = hesa/ H F11<+1} , ®)

where a is the stepsize.
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From (4)(5) it is seen that W, is changed to W, after receiving a new obser-
vation y;.1, and this yields the update of the estimate from h; to h,;. In contrast
to the algorithm used in [5], here the variance of {&;} is not used and the algorithm
in normalized and hence is nonlinear. The aim of the paper is to show that h;
converges to the channel coefficient h® up-to scaling factor.

3. Auxiliary Lemmas

We first list conditions to be used in the paper.

A1) The input {s;} is a ¢-mixing sequence, i.e. there exist a constant M > O and a
function ¢(m) — Osuchthatforanyn > 1

sup  |PUIV) — P(U)| < ¢(m), Ym = M,
VETln’UE‘?;Ioim

where ' = o{si, i <k < jk;

A2) There exists a distribution function Fy(-) over R?.+! such that

sup  P{(sx—2r, --Sx) € S}—/dFo(W) e 0,
S — 00

SeB2L+1

where 825+ denotes the Borel o -algebra in R+ and w= (w1, - -, wo;41)%;

A3) The (2L + 1) x (2L + 1)-matrix Q = (g;;) with g;; = fRzm w;w;d Fo(W) is
nondegenerate;

A4) The signal {s;} is independent of {&} and sup, |sx(w)| < {(w) < oo, Where
¢ (w) is a random variable with

E§2+V < +OO
for some y > 0;

A5) All components {£”,i =1,---, p,k =1,2,---} of {&} are mutually inde-
pendent with E{&} = 0, E{(£\")%} = 0, E{(¢")?} = ¢ > 0,and E{((£")?—
)%} > 0, Vi, k, and {£."} is bounded by a constant, i.e. sup, [|&(w)|| < & <
oo, Where £ is a constant;

A6) The polynomials {4 (z)} characterizing subchannels do not share common
zeros, where

h(z) = hg) + hf)z + 4 h(Li)zL, i=1---,p; (6)

A7) ap >0, ap = +00, ), a,f <ooand aiy1/ar =14 O(ay).
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We note that Conditions Al1)-A4) are imposed on the input signal. By these
conditions the input is allowed to be a ¢—mixing sequence of not equally dis-
tributed random variables having a (2L + 1)-dimensional joint limit distribution
with nondegenerate covariance matrix. The input is also assumed to be bounded
by a random variable. Condition A5) is on the observation noise, requiring it be
bounded by a constant among other requirements. Conditions A6), A7) are quite
standard, but a rate for a, is required when it tends to zero.

In the sequel, I,,, denotes the n-dimensional identity matrix.

LEMMA 1. If A2), A3) hold, then
E(@[®) — H (Luyn, 00) ® QH 2c,

where C is a p(L + 1) x p(L + 1)-matrix, Q is given in A3), ® denotes the
Kronecker product and H = (Hy, - -- , Hy) with

H? -HY 0 0 0
H,(3) 0o — H,(l)

o
o

o HY -H? 0 0
H= :
O Ht(p) 0 0 Ht(Z)
0 0 0 Ht(p) _H[(p_l)
and H" = 0,---,0,hY, .- 1,0, ,0).
——— —
t L—t

Proof. By the definition of ®,, we have
= Uppv, o) ® (g, - Se-20)) H. (7

Since

(T, pp ) ® (ks - 7Sk—ZL))T((IP(szl)Xp<P2*1>) ® (Sks**+ » Sk—2L))

= (Uppn, ppn) @ (s, - s Sk—21) " (Sks -+ 5 Sk—21)),

and E{(sg, -+, Sk—2r) Sk, -+, Sk—2r)} k—> Q by A2), the lemma immediately
follows. O
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We now show that h° is the unique eigenvector of C corresponding to the zero
eigenvalue.

LEMMA 2. Under A2)-A3) and A6), h° is the unique (up-to a constant multiple)
non-zero vector satisfying the following equations:

oh° =0, Vk=2L+1,-,
and
ch® =o0.
Proof. By the definition of &, the equations listed in the lemma are satisfied by

h®. The only thing remains to prove is the uniqueness. Let h be another solution
of these linear equations. Then from that Ch = 0 and C = [H’(I,J(p;l)x,,(,,z_l)) ®

OVAH (I, ) ® QY] it ollows that
(Inev, p20) @ 0Y?)Hh = 0.

Since (Ip-0, p-0) ® 0'/2 is nondegenerate, we have Hh = 0. Then by A6)
along W|th Imes of [17] (See from (14) of [17] to the end of the proof for Theorem
1 of [17]) it is shown that h is identical to h® up-to a constant multiple. O
LEMMA 3. Under Condition A4)

A

D E{Ei il =(p— 1)Clp(L+1)><p(L+l)’

Proof. By the definition of &, it is seen that

NINi - NiNep

1]
>

o]
~

Il

Ni N oo Ni Nier

By A4) it follows that E{N N,} = (p — Dcl,xp, and E{N; N,} = 0 for m # n.
Then the lemma follows immediately. a

We need a fact from stochastic approximation and formulate it as a lemma. For
its proof we refer to [2].

LEMMA 4. Let {#;} be a family of nondecreasing o-algebras and {g, F;} be
martingale difference sequence with

E{llex1ll?|Fi) < 0o, EferiaFi) = 0.



BLIND CHANNEL IDENTIFICATION 255

Let {®,, F:} be an adapted random sequence and {c;} be a real sequence with
cr >0, cr = 4ooand Y |cl|®> < co. Suppose that on I' C €2, the following
conditions 1,2 and 3 hold.

1. limsup E{lexsal?[F1) < oo liminf E{llspall [F6) > O; )

k—00 k—o00

2. © can be decomposed into two adapted sequences {ry, i} and { Ry, Fi}
such that ®, = r;, + Ry and

9] 00 1/2
Z 7112 < oo and E{Ir Z e Rell} = o (Z |ck|2> as n — oo.
k

k=n k=n
©))
3. Y 02, ck(®f + &) coincides with an F,-measurable random variable for
some n.
Then P{T"} = 0.

The following lemma shows a general property for a ¢ —mixing sequence.

LEMMA 5. Let g(-) be a measurable function such that || g(s.) || < a || ||> where
a is a constant. If Conditions Al), A2), A3) and the condition on s, in A5) are
satisfied, then

HE{g(Sk)I}‘lk—j} — E{g(sk)}H < x(@) (k=L — )77,

where x (w) < oo.
Proof. According to the notation introduced in Al) " = o {s, k =1,--- ,n}.

Denote by F(z, ?1k_j) the conditional distribution function of s, given ?f‘j,
where k — L > j, and by F(z) the distribution function of s;. Then by the Jordan-
Hahn decomposition for the signed measure
Gy j(z. 0) = dF(z, F{ ) — dF(2),
there is a Borel set U e R?:+! such that for any Borel set V e R?t+!
/dGZj(Z, w)=/ dGy j(z,w) < ¢k — L — j),
|4 vnue
/ dG; ;(z,w) = / dGy j(z,w) < ¢k — L — j)
1% \4al

and

dGy j(z, w) = dGZ_,j(Z’ w) — de_,j(Z’ ).
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Therefore, by the Holder inequality

| Eles01 7

- E(gs0}| = H / g(2)dFi(z. F)— / 2(2)dFy(2)

< H/ gl (dGZ,-(Z,w)erG,;j(z,w))H

- 2
< (/ 2@l +2dG,t,.(z,w>)

+ (f g% dG (. w)) ) $77 (k — L — j).

[e.e]

Since sup; |s; ()| < ¢(w) < oo and E¢?*7 < oo, the integrals in the last expres-
sion are finite a.s. Denoting the sum of two integrals by x () leads to the desired
result. a

4. Main Results

We now in a position to formulate and prove the main results for the algorithm
defined by (4) (5).

THEOREM 1. Under A1)-A7), for any given initial hy the distance between h;
and J converges to zero, i.e.

d(hk, J) k—) 0,

where J is the set of unit eigenvectors of the matrix C defined in Lemma 1.
Proof. To prove the theorem, by Theorem 2 in [19] or Theorem 5.2.1 in [20],
we need only to prove that forany 7 € [0, T']

m(n,t)

Y a (Wi Y — B)
k=n

lim limsup —
P T

T-0 p500

=0a.s., (10)

where B = C + D and m(n,t) = max{k : Zf.‘:n a; < t}. This is because any
eigenvector of B is also an eigenvector of C.
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By (3) we have

m(n,t)

Y (Wi Ve — B)

k=n
m(n,t) m(n,t)
T —~T -~ —~T -
< g Ay (CI)k+1CI>k+1 -0+ E ak(5k+1 S+l — E{Dk+1 Er+1})
k=n k=n

m(n,t)

T ~ T
E A (P 181 + By Pirn)
k=n

+ . (12)

By A4), A7) and the convergence theorem of martingale difference sequence it is
seen that the last two terms in (11) are of o(T) as T — 0. Therefore, it remains to
prove that

m(n,t)

limsup | Y~ ar(®f ;P — C) || = o(D).
n—o00 k=n
Note that

m(n,t)

Y @@ P — O)

k=n

m(n,t)
D an (@ Prr — E{Of Prial F D
k=n
m(n,t) o
Y a(E{®L PpalF; )= O)
k=n

<

and forany j > 0, {¢,ﬁ+1¢k+1—E{CI>,z+1q>k+1|}‘l"_j}} isasum of j martingale dif-
ference sequences. By the convergent theorem for martingale difference sequence,
from A5) and A7), it follows that for any j > 0,

+ (12)

9

00
k—Jj

E ak(q)]z+1q>k+1 - E{¢Z+l¢k+1|fl ]}) < 00. a.S.

k=L

The second term of the right hand side of (12) is less than the sum of the following
two terms

Y a(E{®f @il Fy ) — E{Of 1 Piia))

k=n
m(n,t)

> a(E{9f; Pria} — C)
k=n

m(n,t) H

_.l_
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By Lemma 5 the first term is less than )Z(a))Td)?‘z_V(n — L — j), where y(w) < oo,
while the second term is o(T) by Lemma 1. Combining all of these leads to the
desired result. O

By Lemma 2 zero is an eigenvalue of C with multiplicity one and the corresponding
eigenvector ish®, h%/ | h?| e J. Theorem 1 guarantees that estimate h; approaches
to J, but it is not clear if h; tends to the direction of h°. Let 0 = A1 < Ay <

© < Am, m < p(L + 1) be all different eigenvalues of C. J is composed of
disconnected sets J, = {h € R?, ||h|| =1and Ch = A;h}, s =1, -, m, where
Ji = {h%/]|h%)|, —=h%/||h®||}. Note that the limit points of h; are in a connected set,
S0 hy converges to a J; for some s. Let T’y = {w, d(hy(w), Jy) e 0}. We want to

prove that d(hy, J1) = Oas.or P{I'1} = 1.

THEOREM 2. Assume A1)-A7) hold. Then h, defined by (4) (5) a.s. converges to
h° up-to a constant multiple:

hk — Olho,

where o equals either || h0||_l or — ||h0||_l :

Proof. Assume the contrary, that P{I";} > 0 for some s > 1, A, > 0. Since C
is a symmetric matrix, h“h, — 0 for w e Ty, where and hereafter a possible set
with zero probability in 'y is ignored.

Expanding h;, defined by (5) to the Taylor’s series with respect to a;, we
derive

hir1 = he — ax(Bhy — (hp Wi Wi thohe + g + Bra), (13)
where

M1 = (Wi 1 Vi1 — B)hy, (14)

Bi+1 = O(ax). (15)

Defining 6, = h% h; and noting h® C = 0 and h® &, ; = 0, we derive

Ot = O + ap (W Westhe — (p = D)6 — h% s — 7 Brin), (16)
and

%% pgiq = WO (W7, W1 — B)hy

= h"(Ef,1Bis1 + L1 ®p ) — (p — Debi

L L
- <Z hirNkr+1—i) <Z Nk+l—ihk,i>
i=0 i=0
L L
+ (Z hiTNl:—t-l—i) (Z Xk+l—ihk,i> — (p — D)céb.
i=0 i=0
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By A4) and A5), there exists a(w) < oo a.s. such that [|W; W1 — D < a(w)
a.s. For any integers m and n define I',, = {w, a(w) < m} N T and

n

B, = [[{1+ a(hi(¥f, 1 ¥esa — D)hy). 1

k=ng
Note that for v € T,
h;Chy — A, > 0,

and by the convergence of h; from (13) it follows that ||h; — h|| < coT, Vj : k <
Jj < m(k, T) where cq is a constant for all @ in T',,. By (10) we then have

m(j,T)
> ahi (¥, Wi — B)hy)
k=j
m(j,T) m(j,T)
< Z ak(qf]:+1lpk+1 - B) + ZCOTm Z ay = O(T)
k=j k=j

Choose large enough nq and sufficiently small T such that o(T)/T < A;/4,Vj >
no. Letkg = no, k1 =m@mo, T) + 1, ko =m(ky, T) +1,--- ,kjp1 =m(k;, T) +
1,---;and m(k;, T) < n < m(kjqq, T). It then follows that for w € T,

In B, =In{[]{L+ahi¥ ¥ — D)hi}

k=ng

= Z ak(h;(q’;+1\llk+1 - D)hk) + (0] Z a,f

k=ng k=ng (18)
=Y hiCha+ Y ar(h (W] Wi — B+ 0| > af
k=ng k=ng k=ng
1 m(k;,T) A A n
SIS
Jj=0 k=k; k=ng

for ng sufficiently large.
Consequently, for w € T, with fixed m

B, > o3 Thimng (19)
and hence
n 2
B,/ Z a, | — oo. (20)

k=ng
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Define

" 2
A= a),Bn><Zak> ,Vn > 1
k=1

From (16) it follows that
n—1
9}1 = Bn—1(9no - Z BJ‘_laj(hor/ij+1 + horﬁj+l))- (21)

J=no

Tending n — oo in (21) and replacing ng by » in the resulting equality, by (19) we
have

o
On = B;'aj(h 1 +h%Bji1), Yn, w e, NA, (22)

j=n

Let 7, =o{&,1=0,--- ,k, 5,1 =0,---,k+ 2L + 1}. We intend to show that

6, given by (22) can be expressed in the form of condition 3 in Lemma 4. If this

can be done, then noticing that by (21) 6, is #,-measurable, by Lemma 4 it follows

that P{Um’,(r‘m NA)}=0or P{I';} =0, Vs > 1and the theorem will be proved.
We first show that the series

$:= D ar(h” fiss + % Bryr) (23)

k=n

is convergent on I';. By (15) and A7) it suffices to show > ;2 ai /1 is conver-

genton Ty,
Define
L
en = Y (W N{ ) (Niyahes) — (p — Dby, (24)
i=0
L-1 L
8,EZ+)1 = Z |:(th13+1) (Z Nk+z‘+1—1hk,1>
i=0 [=i+1
L-1
+ < Z herkr+i+1—l> (Nk+1hk,i)i| ; (25)
I=i+1
L-1 L
e = |:(th13+1) (Z Nk+i+1—lhk,l>j| . (26)
i=0 1=0
and

3
S = 3 el (27)
i=1
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Clearly, §;, is measurable with respect to F; and E{8;,1|¥%} = 0. Then by the
convergence theorem for martingale difference sequences

Zak8k+1 < OQ. (28)
By (2), (3) and (14) it follows that

> alh” s + (p — Deby]

k= noo L
= Za |:Z(hrN/:+l —i (Z Nk+1 shk s)
k=n i=0
L
+ <Zh Nk+l l) <2Xk+1 vhk v>i|
. 1;0 3
- Z Z |:akhirNkr+1—i Z Nip1—shi.s (29)
i=0 k=n s=0
L
+ayhfNE (Z Xkﬂ_xhk,xﬂ
L -~ s=0 .
= Z Z |:al+l'hierT+1 (Z Nl+i+1—shl+i,s)
i=0 I=n—i s=0
L
+aiihi Nipy (Z Xl+i+1—shl+i,s>i| .
s=0

The first term on the right-hand side of the last equality of (29) can be expressed in
the following form:

L 00
D0 @i hIN ) (Nisahusi )

i=0 I=n—i

L-1 oo
+Z Z Aj+i (h Nl+l) ( Z Nl+l+1 Shl—HS) (30)
i= Ol =n—i s=i+1
i—1
+ Z Z aj4i (h +1) (Z Nl+i+1—shl+i,s> s
i=1l=n—i s=0

where the last term equals
L-1 L-1 oo

Z Z Z ayi (hi N D) (Niyavi—shigis)

s=0 l=é+1l n—i (31)

= X_: X_: Z am‘f‘s(hiTNnZ—i—&-s—}-l)(Nm+lhm+s,s)-

s=0 i=s+1m=n—s
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Combining (30) and (31) we derive that the first term on the right-hand side of the
last equality of (29) is

L 9]

>0 @i (BN D) (Nisahusis)
i=0 I=n—i
L-1 oo L-1

+D 0 ) a il NE D) (Nisisa—shugis) + (RENT ) (Nt )l
i=0 l=n—i s=i+1

(32)

By A4), A5) and A7) it is clear that ||hy,; — hi]l = O(ay), V1,0 < I < L. Hence
replacing h;,; by A; in (29) results in producing an additional term of magnitude
O(aj). Thus, by (24)-(26) we can rewrite (29) as

0o 0o 3 )
Yo ah” e =) a (Z el + Uk+1) = G+ vis).  (33)

k=n k=n i=1 k=n

where v 1 = O(axy1) and is F;1-measurable. By (28) and A7) the series (33) is
convergent, and hence S, given by (23) is a convergent series.
Let B,,_1 = I. We now have

o o
O = D BN(Sk— Sein) = Y (Bt — Bi)Sk + Sig
k=n

n

~
Il

I
NE

[(Bk_l - Bk__ll)Sk + ak(hor//bk_;_]_ + hOTﬂk+1)]

~
Il

n

oo | GHD(L+D+n—1 () (LA 4n—-1
1 ~ 0
= Z Z Ry +a;(141)+n Z Ora+Vm+h™" Bua) |,
j=0 I=j(L+1)+n I=j(LH)+n

-1 -1
where le. = (B;" — B;2))S;,

. a
Viy1 = (7 - 1) G141+ Vi1 +hBr) + v
aj(L+1)+n ' )
= 0@j414n), Y:jL+D)+n<l<(G+DL+1) +n.
Denote
1 GHD(L+D)+n—1 G+D(L+D+n-1
~ 0
R; = - Z R, rj= Z (V1 + 077 Brya),
I =i (LD +n I=j(LA1)+n
G+)(L+1)+n—1
A (r0d
gi= Y 81 € =ajwenen ad F/EF @it

[=j(LH)+n
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Then {R;, ?'j’}, {r;, ?'j’} are adapted sequences and {e;, Jffj’} is a martingale
difference sequence, and 6, is written in the form of Lemma 4: 6, = Z?":n cj(R;+
rj + 8]').

It remains to verify (8) and (9).

From (23) and (33) it follows that there is a constant n > 0 such that E{|S,|?} <
Y e, a,f. Then for n > [ noticing

|B;' — B2 < By taj|(WW7, W, 11h) — (p — Del,

and

o]

-1 -1 2 172 =
S (E{IpmmA,wj — B }) < §
j=n Jj=
o0 o0 1
<m E / ) —de<oo,

Yista X

1/2
E {1pmmA,B-_2a2~(m)2})

/N

we have

E{Ir mA,Z|c,R| \E{ ,mA,Z|R|}
]_n
E{I,M,DB ' B,:}1||Sk|}

o
_ 1/2
<D (EUr,oa Bt = BEYPYE U, 0n,15:))
k=n
~ 1/2 ~ 1/2
<o Za,f) =0 Zcf asn — o0o.
k=n j=n
By A4) and A5) it follows that
limsup E {Skf{lﬂ} < oo for some y > 0. (34)
k— 00
It is proved in Lemma 6 in the Appendix that
k+L 2
liminf E Fi
Imin Y b 1Fiy >0,
1=k
which implies that
(k+2)(L+1)+n 2
"krﬂ)igf E{lecaPI1F) = |ikrEL2fE Z S1+1| 1 Fatyw+1)+n ¢ > 0.

I=(k+1)(L+1)+n

(35)
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Then from the following inequality

2\ q 2 o~ L PO A
E{ler1l°1F} < E{lexsal ™V |F S E{|egsa||F

by (34)(35) it follows that

liminf E|8k+1||\7\‘}!} > 0.
k—o00

Therefore all conditions required in Lemma 4 are met, and we conclude P{I",, N
A} =0.Since I'y = [JI'y N Ay, it follows that P{I';} = 0, and h, must converge
m,l

to «h®, a.s. O

5. Conclusion Remarks

In this paper we have presented a recursive algorithm for channel identification.
The algorithm is featured by the following points: 1) The algorithm is on-line
updated needless to collect entire data in advance; 2) No noise statistics are used
in the algorithm; 3) The input signal is allowed to be dependent; 4) The estimate
is proved to converge a.s. to the true channel coefficients up-to a constant scaling
factor.

For further study it is of interest to consider the case where the input signal is
also multidimensional. It is also of interest to weaken conditions imposed on the
input and on the observation noise.

Appendix

LEMMA 6. Under Conditions A4), A5)

2

k+L
liminf E ) Frt >0,
Imin 12,; 1+1| | Fk

where §; is given by (27) and ¥, = o{§,[=0,--- ,k, 5,1 =0,--- ,k+2L+1}.
Proof. If the lemma were not true, then there would exist a subsequence {k,}
such that

kn+L
EQ|D_ 8| B ¢ — 0. (36)
1=k

n—o00

For notational simplicity, let us denote the subsequence «, still by k.
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Since by A5) E{e{’) /) |Fi} = 0for j,i > kifs # ¢, and forany j, i >k

but j £ i if s = ¢, we then have

k+L k+L
E Zml | P =Z[E{(sffl)zlﬂ}+E{(8,(i)1)2|ﬂ}+E{(8,(i)1)2|}7<}]
1=k

which incorporating with (36) implies that

E (8,&31> |fk}kj000, @37
and
E (s,ﬁi)m) m}kjooo. (38)

Noticing that ekk—> Oand |hj_r ;—h;j;| = O(a;), from (37) and (24) it follows
that

L 2
<Z(hirNkr+l)(Nk+lhk,i)> |Frt — O.

k— 00
i=0

On the other hand, we have

L L
Y (BN ) (Nisah) =ZZ Z (n"em - hMEm,)
i=0

i=0 n=1 m=n+1
(n) ¢ (m) (m) (n)
(hk,i k+1 é:k+1>

p

L 14
=Y 2D (" nemetn

X

" HEET).

and hence,
2

L p p
(n) 3 (n) & (M) & (m) (m) g (n) & (1) & (m) g
E ZZZ(% hy &b — By hk,i§k+1§k+1> | Fi kjooo-
i=0 m=1 n=1
m

(39)

Since forany s # ¢,

(n) g () & (m) & (m) () (5) & (5) £(0)
E {(hz hj,i5j+15j+1> <hi hj,i§j+1‘§/+1) |7, } =0,
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2

P P
(n) 4 (n) (m) (m) (m) 1 (n) (n) (m) o
5 zz((zh " ) (zh " ) ) =

m=1 n=1
n#m
r 2
p p L
— (n) g (n) (m) & (m) P
=E ZZ Zhi hii | &ciabisn | 1 Fx
m=1n=1 \i=0
L n#m
2
P p
(m) (n) (n) (m) Frod
tE ZZ Zh hii ) &cabie | 1%k
m=1 n=1
n#m

Hence (39) implies that

2

p p
E Z;(thh(n)) ( ;13)2 K2 S (40)

k—o00

and

2

p 14
e[S 3 (o) (i) | 1 o @

k— 00
m=1

By A4) the left hand side of (40) equals
P L L 2
(x-S ) ()|

n=1 i=0 i=0
2
h;mw) g,gz;)} 7
m=1 i=0
2
(m) _
k+1

i=0 ) [
2
k(ﬂ —c } + (p — 1)2P0E.

Il Il
M~ _T
P

S
AN

|
e
=

S M“
E‘

T8

L
<9k Z hf’”)h(’”))

(m) g (m)
) o
i=0

A\__/A —

I
i
Mh
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Since 6, — 0, it follows that for any m,

Z " (42)

The Ieft side of (41) equals

P p

2
ENS 3 (S0 o)) (e

m=1 n=1
n#m

p m-—1 L 2

=2y ) (Z h"h{" + hl?")h,i'j?) .
m=1n=1 \i=0

Thus (41) implies that for any m # n,

L
> (nRE +n"n) > o (43)
i=0
Noticing |hyy; — hg] = O(ax) Vi =1, --- , L from (25) we have
L-1L-i-1

8IS:L+1 = Z Z (B NEs 1) (NickL—thisivn)
i=0 =0

+ (hlr+i+1NkT+L—l) (Nk+1hk,i)]
—1L—I-1

= Z [(7f NEsr41) (Nesr—ihaisiva)
i=0

0
+ (M N 1) (Nespsahi) ] + O(ap).
Then by A5) (38) implies that for any [

L—-1-1
E {[ D (NG 1) (Nesrihicarisn)

=0 (44)
(hlr+z+1 k+L— l) (Nk+L+1hk,i)]i||$k} — 0.

k— 00

Notice that
(hi Nfyri1) (Newp—ihiisiva)

p m—1

(n) & (m) (m) ¢ (n) (n) (m) (m (n)
ZZ(hi §k+L+1_hi §k+L+1> <hk l+z+1§k+L l —h l+z+1§k+L—l>
m 1

1n

>

=1

M~

Wy gm) gm) Wy m  gm) )
<h hk l+l+1gk+L+1gk+L 1~ h hk J+i—15k+L+1 k+L—l) ’ (45)

3
S3
L
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and

PP
(n) (n) & (m) & (m)
(hlr+i+1Nkr+L—l) (Nk+L+1hk,i) = Z Z (h1+i+1hk,i5k+1‘§k+L—z
m=1

Lax? (46)

(m) (n) & (m) ()
_hl+i+1hk,i k+L+1'§k+L—l>'

Then by A5), from (44)—(46) it follows that

L-1-1 2
E |: Z [(hirNkT+L+1) (Nk+L—1th) + (hlr+z‘+1Nkr+L—l) (Nk+L+1hk»i)]i|
i=0

— 2

L-I-1 p
(n) g (n) (n) (n)
Z (hi hk,l+i+1 + hl+z‘+1hk,i>

ps

=0
p /L—I-1 2
(m) 4 (n) () (m)
(X (n )) o

k— 00

3
I
N
S 3

and hence forany/ =0,--- , L —1

L—i-1
(m) ¢ (n) (n) (m)
(hi M ryive T higiahe ) e 0 (47)

I
o

and

h
L
|
AN

M~

(B i1 + B k) = 0. (48)

k— 00

I
o

n
n

i

Notice that (48) means that

L-I-1

P
(n) 1 (n) (n) (n)
PZ (hi hk,z+i+1+hz+i+1hk,i>
1 =

n

~ ©

p —1-1
(m) 1. (m) (m) (m)
- Z <hi Picrvisa +hl+i+lhk,i) — 0.

k— 00
m=1 i=0

However, the above expression equals

p L-I-1

(n) g (n) () (n)
(r—D Z Z (hi Piiyive T hl+i+1hk,i> :

n=1 i=0
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Therefore
L—i-1
(n) g (n) (n) (n)
Z (hi hyciviva+ hl+z‘+1hk,i> kjooo- (49)

i=0
In the sequel, it will be shown that (42), (43), (47) and (49) imply that hkk—> 0,
which contracts with ||| = 1. This means that the converse assumption (36) is
not true.
For any m # n, since 1 (z), h™(z) are coprime, where 2™ (z) is given in (6),
there exist polynomials d;(z), d2(z) such that

di(2)h"(2) + da(2)h"™(2) = 1. (50)

Let , and r, be the degrees of d;(z) and dx(z), respectively. Set ¢ = 4(ry + r2) +
5L + 1. Introduce the g-dimensional vector g; and ¢ x g square matrices 7' and A
as follows

g = (O 0.k 0. O,
2(r1+r2+L) 2(r1tra+L)
0--- 0 1 0 --- - 0
: 0 1

T: / . ’ A =
0/ : 0o . .
10 ---0 00 10

Notes that Tg= (g, --- , g1)7, where g = (g1,---, 8,7 and Ag = (0, g1, -+,
8q-1)", ATg = (82, , &4, 0)7. Then (42), (43), (47) and (49) can be written in
the following compact form:

R (A)Tgh + h<’>(Af)ALg,§k:>ooo, Vs,t=1,---p. (51)

To see this, note that for any fixed s and ¢, on the left hand sides of (47) and (49)
there are 2L different sums when [ varies from 0 to L —1 and s, ¢ replace roles each
other. These together with (42) and (43) give us 2L + 1 sums, and each of them
tends to zero. Explicitly expressing (51), we find that there are 2L + 1 nonzero
rows and each row corresponds to one of the relationships in (42), (43), (47) and
(49).

Since we have put enough zeros in the definition of g;, multiplying the left hand
side of (51) by A", Vi < ry + 1y, A/(hO(A)Tg! + h(A%)ALg?) has only shifted
nonzero elements in 1) (A)Tg! + hV(AT)Alg].

From (51) it follows that forany ! :1 =1,---, p,and m, n in (50)

(di(A) (K™ (A)T g +hD(AT)AL gl + dp(A) (K™ (A) T g, + h P (AT) AR gl
= di(A)h™(A) + dp(A)h™ (AT g, + h D (AT AL (d1(A) gl + da(A) g}
= Tg +hV(ANA di(A)g; +da(A)gy!) — 0. (52)
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From (52) it follows that
di(AT)[Tg +h™(AT) A (d1(A)g} + da(A)gi)] £3
+d (AT gf" +h (A AL (d(A)g] + da(A)g)] — 0. (3)
Note that for any polynomial g(z) of degree r, d(A™)Ty = Td(A)y, if the last r
elements of y are zeros. From (53) it follows that

di(A)T g + dp(ADTg}" + (di(AHR™ (AT)
+da (AR (A))2" (di(A)g] + da(A)g)") (54)
= T(di(A)g} + dp(A)g}") + AT (di(A)g} + d2(A)g;"), . 0.

Denoting
8= (81 + 8kg)" = di(A)g} + da(A)g)',
from (54) we find that
Tg + A" g = 0. (59)

By the definition of g}, the first 2(ry + r» 4+ L) elements of g, are zeros, i.e.,
gi =0,i =1,---,2(r; + r, + L). This means that the last 2(r; + r, + L)
elements of T'g, are zeros, i.e.,

T8k = (8kig» 8kig—1, " ** +8k.2(r+rp+L)+1> 05 =+, 0)7. (56)
—_——
2(r1+ro+L)+L 2(r1+r2+L)

On the other hand,

L
A 8k = (0’ ) 0’ 8k, 2(r1+ra+L)+1s " s gk,q—L)' (57)
———— _
2(r1+r2+L)+L 2(r1+r2+L)

By (55), from (56)(57) it is seen that 8k 7 0,ie.,
di(A)g; + da(A)g kjooo'
From (52) it then follows that

g,l(k_—)>000, vi=1,---,p,

ie. h,(f)k—> 0, VI = 1,--- p. But this is impossible, because hy are unit vectors.
— 00
Consequently, (36) is impossible and this proves the lemma. O

References

1. Benveniste, A., Metivier, M. and Priouret, P. (1990), Adaptive Algorithms and Stochastic
Approximations, Springer, Berlin.



BLIND CHANNEL IDENTIFICATION 271

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Brandiére, O. and Duflo, M. (1996), Les algorithmes stochastiques contournents-ils les piéges?
Ann. Inst. Henri Poincaré, 32, 395-427.

Chen, H.F. (1994), Stochastic appoximation and its new applications, Proc. Hong Kong
International Workshop on New Directions of Control and Manufacturing, pp. 2-12.

Chen, H.F. (1998), Stochastic approximation with non-additive measurement noise, J. Appl.
Probab., 35, 407-417.

Chen, H.F., Cao, X.R. and Zhu, J., Recursive algorithms for multichannel blind identification,
IEEE Trans. Information Theory, Vol. 48, No. 5, 2002, 1214-1225.

Ding, Z. and Li, Y. (1994), On channel identification based on second order cyclic spectra,
IEEE Trans. Signal Process., 42, 1260-1264.

Hua, Y. and Wax, M. (1996), Strict identifiability of multiple FIR channels driven by an
unknown arbitrary sequence, IEEE Trans. Signal Processing, 44, 756-759.

Kushner H.J. and Yin, G. (1997), Stochastic Approximation Algorithms and Applications,
Springer, Berlin.

Liu, R. (1996), Blind signal processing: An introduction, Proc. 1996 Intl. Symp. Circuits and
Systems, 2, 81-83.

Liu, H., Xu, G. Tong, L. and Kailath, T. (1996), Recent developments in blind channel
equalization: From cyclostationarity to subspace, Signal Processing, 50, 516-525.

Moulines, E., Duhamel, P. Cardoso, J.-F. and Mayrargue, S. (1995), Subspace methods for the
blind identification of multichannel FIR filters, IEEE Trans. on Signal Process., 43, 516-525.
Sato, D. (1975), A method of self-recovering equalization for multilevel amplitude-modulation,
IEEE Trans. on Commun., 23, 679-682.

Tong L. and Perreau, S. (1998), Multichannel blind identification: From subspace to maximum
likelihood methods, IEEE Proceeding, 86, 1951-1968.

Tong, L., Xu, G. and Kailath, T. (1994), Blind identification and equalization based on second-
order statistics: A time domain approach, IEEE Trans. Inform. Theory, 40, 340-349.

Tong, L., Xu, G. and Kailath, T. (1995), Blind channel identification based on second-order
statistics: A frequency-domain approach, IEEE Trans. Inform. Theory, 41, 329-334.

van der Veen, A.J., Talwar, S. and Paulraj, A. (1995), Blind estimation of multiple digital signals
transmitted over FIR channels, IEEE Signal Process. Lett., 2, 99-102.

Xu, G.H., Liu, H., Tong, L. and Kailath, T. (1995), A least-square approach to blind channel
identification, IEEE Trans. Signal Process., 43, 2982-2993.

Zhao, Q. and Tong, L. (1999), Adaptive blind channel estimation by least squares smoothing,
IEEE Trans. Signal Process., 47, 3000-3012.

Zhang, J.H. and Chen, H.F. (1997), Convergence of algorithms used for principal component
analysis, Sci. in China (Series E), 40, 597-604.

Chen, H.F. (2002), Stochastic Approximation and its Applications, Kluwer Academic Publish-
ers, Dordrecht.



